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Abstract

A transient three-dimensional Darcy model of natural convection in porous medium filled cavities is studied, using a

vorticity-vector potential formulation and the generalized integral transform technique (GITT). A general formulation

and solution methodology for vertical cavities (insulated vertical walls with differential horizontal wall temperatures) is

developed. Results for cubic cavities are presented while evaluating the Rayleigh number effects for stable situations,

observing the transient evolution of the heat transfer process. The convergence behavior of the proposed eigenfunction

expansion solution is investigated and comparisons with previously reported steady-state solutions are critically per-

formed. � 2002 Elsevier Science Ltd. All rights reserved.
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1. Introduction

Heat transfer analysis in porous media is a key aspect in an ample range of applications, not only in natural media,

such as rocks, sand layers and wood, but also in manufactured media, such as insulations and catalyzers, present in

different processes in the chemical, mechanical, environmental and geological fields. Fundamentals and applications of

heat and fluid flow within porous material filled enclosures are clearly and deeply presented in a number of well-

established treatises such as [1–3].

Buoyancy induced flows in saturated porous media have been receiving considerable attention, due to the recog-

nition that such flows can be quite influential in the operational characteristics of various systems, in both industrial and

environmental applications. Such applications include, geothermal systems, petroleum reservoirs, fixed bed chemical

reactors, cooling of nuclear reactors, building thermal insulation, grain drying, filtering processes, crystal growth, etc.

The technical literature is quite rich in terms of two-dimensional, steady or transient, treatments of natural con-

vection in porous media, and the classical numerical techniques are quite developed in the solution of such mathe-

matical formulations, under different flow models [1,3]. On the other hand, the analysis of three-dimensional problems

is much more rare, especially for fully transient situations, mainly due to the sometimes prohibitive increase in com-

putational effort associated with such purely discrete approaches. Some of the most relevant contributions to the

objectives of the present analysis, in dealing with three-dimensional natural convection within porous cavities, are listed

below [4–19]. The Darcy flow model is the most frequently adopted in these works, together with the assumptions of

constant and isotropic physical properties and linear variation with temperature of the buoyancy term (Boussinesq

approximation). Also, the cubic geometry is the most commonly treated one and the stable situation of a vertical
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Nomenclature

a cavity width

b cavity depth

cp specific heat

d cavity height

Da Darcy number, Da ¼ K=d2

g gravity acceleration, g ¼ ð0; 0;�gÞ
kf thermal conductivity of fluid

km thermal conductivity of porous medium, km ¼ Ukf þ ð1� UÞks
ks thermal conductivity of solid matrix

Mx aspect ratio in x direction, Mx ¼ a=d
My aspect ratio in y direction, My ¼ b=d
p pressure – porous medium

P dimensionless pressure, P ¼ Kp=ðamlÞ
Pr corrected Prandtl number – porous medium, Pr ¼ Prmr
Prf fluid Prandtl number, Prf ¼ m=af
Prm modified Prandtl number – porous medium, Prm ¼ m=am
Ra� Rayleigh number, Ra� ¼ ðbDTgd3Þ=ðmafÞ
Ra modified Rayleigh number – porous medium, Ra ¼ ðbDTgKdÞ=ðmamÞ
t time

T temperature

v� fluid volumetric velocity, v�ðu�; v�;w�Þ
v Darcy velocity field, vðu; v;wÞ ¼ ðd=amÞv�
ðx�; y�; z�Þ space coordinates
ðx; y; zÞ dimensionless coordinates, x ¼ x�=d, y ¼ y�=d, z ¼ z�=d

Greek symbols

af fluid thermal diffusivity, af ¼ kf=ðqcpÞf
am solid matrix thermal diffusivity, am ¼ km=ðqcpÞf
bf fluid thermal expansion coefficient

U porosity of solid matrix

K permeability of solid matrix

l fluid absolute viscosity

m fluid kinematic viscosity, m ¼ l=q
h dimensionless temperature, h ¼ ðT � T0Þ=DT , where DT ¼ TR � T0 with TR and T0 reference temperatures
hF dimensionless filtering temperature, hF ðx; y; z; sÞ
hH dimensionless filtered temperature, hH ðx; y; z; sÞ ¼

P1
i¼0
P1

m¼0
P1

q¼1 FiðxÞGmðyÞHqðzÞ~�hh�hhHimq ðsÞ
~�hh�hhHimq transformed temperature field

q fluid density, q ¼ qf
qs density of solid matrix

r thermal capacitance ratio, r ¼ v=ðqcpÞf ¼ ðqcpÞm=ðqcpÞf
s dimensionless time, s ¼ amt=ðrd2Þ ¼ kmt=½ðqcpÞmd2	
N coefficient of transient term in momentum equations, N ¼ Da=ðUPrÞ
w vector potential, wðwx;wy ;wzÞ ¼ r � v
~�ww�wwximq transformed vector potential component, wxðx; y; zÞ
~�ww�wwyimq transformed vector potential component, wyðx; y; zÞ

Subscripts

f fluid

m porous medium

s solid matrix
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enclosure, i.e., with a heated base and thermally insulated vertical walls, is frequently employed as the test case for the

validation of solution methodologies.

Although most of the available contributions in three-dimensional heat and fluid flow simulation deal with the

primitive variables formulation, the vorticity-vector potential approach has been receiving increasing attention. Aziz

and Hellums [20], in a pioneering work, have shown that the vorticity-vector potential formulation could lead to more

stable and fast simulations of three-dimensional flows. Later, Hirasaki and Hellums [21] provided a set of consistent

boundary conditions for the vector potential, which were reasonably simple for confined flows. This contribution was

then complemented by Hirasaki and Hellums [22], who employing the Helmholtz decomposition theorem, and intro-

ducing the concept of a scalar potential to the formulation, were able to reach simpler boundary conditions for the

vector potential in every situation. This formulation was then applied to three-dimensional natural convection in

porous media [4].

On the other hand, during the last two decades, a hybrid numerical–analytical approach for diffusion and con-

vection–diffusion problems has been progressively advanced, towards the automatic error-controlled solution of such

partial differential problems. This approach, known as the generalized integral transform technique (GITT) [23–25],

derives its basis from the classical integral transform method for the exact solution of linear transformable diffusion

problems. To illustrate some of the contributions on this method for the specific class of problems of interest here, we

can mention the general solution for nonlinear convection–diffusion [26] and its extension to petroleum reservoir

analysis [27], followed by the solution of a number of natural convection problems in cavities under steady and transient

regime, for both porous media [28,29] or just fluid filled [30–33] two-dimensional enclosures. In all such contributions

on natural convection, the streamfunction-only formulation was preferred, due to the inherent advantages in its

combined use with this hybrid approach, as discussed in [34]. Later, this hybrid solution scheme was advanced to handle

three-dimensional Navier–Stokes equations based on the vector–scalar potential formulation [35], with similar com-

putational advantages with respect to the two-dimensional case.

The present contribution is aimed at advancing this computational tool towards the accurate solution of tran-

sient three-dimensional flows, here illustrated through laminar natural convection within porous media filled cavities.

Adopting the Darcy flow model and the vorticity-vector potential formulation, a sufficiently general system of equa-

tions in the Cartesian coordinates system is considered, and the GITT is then applied to provide the hybrid numerical–

analytical solution structure. This solution is then illustrated for the case of a cubic vertical cavity with differentially

heated bottom and top walls, with insulated lateral walls, under stable flow patterns. The convergence behavior of the

proposed solution is then thoroughly demonstrated and critically validated against previously reported numerical

solutions, mostly for steady-state results. Finally, an analysis of the Rayleigh number influence in the transient three-

dimensional heat and fluid flow phenomena is presented.

2. Problem formulation

Transient three-dimensional natural convection in a cavity filled with a porous material saturated with a Newto-

nian fluid is considered. The flow is buoyancy induced by heat exchange between the fluid-porous media and the

Fig. 1. Geometry and coordinates system for natural convection in a three-dimensional porous cavity.
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impermeable walls. The geometric configuration considered (see Fig. 1) is known as the vertical cavity problem, in

which boundary conditions of first kind, T0 and T0 þ DT , respectively, are imposed at the top and at the bottom walls,

whilst the vertical walls are insulated. Within the validity of Darcy’s law, and after invoking the Boussinesq approx-

imation, this problem formulation in terms of primitive variables and in dimensionless form, is written as:

continuity equation:

r � v ¼ 0; 0 < x < Mx; 0 < y < My; 0 < z < 1; s > 0; ð1Þ

momentum equation:

1

U
Da
Pr

ov

os
¼ �rP þ Rahk� v; 0 < x < Mx; 0 < y < My; 0 < z < 1; s > 0; ð2Þ

energy equation:

oh
os

þ v � rh ¼ r2h; 0 < x < Mx; 0 < y < My; 0 < z < 1; s > 0; ð3Þ

subject to the following boundary conditions:

x ¼ 0! v ¼ 0;
oh
ox

¼ 0; 0 < y < My; 0 < z < 1; s > 0; ð4a–dÞ

x ¼ Mx! v ¼ 0;
oh
ox

¼ 0; 0 < y < My; 0 < z < 1; s > 0; ð4e–hÞ

y ¼ 0! v ¼ 0;
oh
oy

¼ 0; 0 < x < Mx; 0 < z < 1; s > 0; ð4i–lÞ

y ¼ My ! v ¼ 0;
oh
oy

¼ 0; 0 < x < Mx; 0 < z < 1; s > 0; ð4m–pÞ

z ¼ 0! v ¼ 0; h ¼ 1; 0 < x < Mx; 0 < y < My; s > 0; ð4q–tÞ

z ¼ 1! v ¼ 0; h ¼ 0; 0 < x < Mx; 0 < y < My; s > 0; ð4u–xÞ

and with the initial conditions:

s ¼ 0! v ¼ 0; h ¼ 0; 06 x6Mx; 06 y6My; 06 z6 1; ð5a–dÞ

where the following dimensionless groups were employed in Eqs. (1)–(5a–d) above:

x ¼ x�

d
; y ¼ y�

d
; z ¼ z�

d
; Mx ¼ a

d
; My ¼ b

d
; v ¼ d

am
v�; ð6a–fÞ

s ¼ km
ðqcpÞmd2

t ¼ am
rd2

t; h ¼ T � T0
DT

; P ¼ K
aml

p; ð6g–iÞ

Da ¼ K
d2

; Pr ¼
m qcp
� �

m

km
¼ Pr
�

¼ m
km=ðqcpÞf

r ¼ Prmr

�
; Ra ¼ bDTgKd

mam
; ð6j–lÞ

in which, DT ¼ TR � T0, with T0 and TR, being reference temperatures, Da represents the Darcy number, Pr is the

corrected Prandtl number, and Ra is the modified Rayleigh number for the porous medium.

3. Vorticity-vector potential formulation

In the solution of the above system, Eqs. (1)–(5a–d), via integral transformation, a first relevant observation is

related to the pressure distribution, which acts as a source term in the momentum equations and is responsible for

slower convergence rates in the expansions in terms of eigenfunctions. Another important aspect is concerned with the

continuity equation, Eq. (1), which is expected to be identically satisfied for any truncation order in the expansions of

the velocity components. One possible way of avoiding such difficulties, as an extension to the two-dimensional version,

is to express Eqs. (1)–(5a–d) in terms of a vorticity-vector potential formulation. Thus, in order to make use of this

formulation, the curl of Eq. (2) is taken, to yield
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1

U
Da
Pr

o ~xx
os

¼ Rar� hk� ~xx; ð7Þ

where ~xx ¼ r� v is the vorticity vector.
Then, the velocity field may be expressed in terms of a solenoid vector potential in the following way [20,21]:

~xx ¼ r� v ¼ r� ðr � ~wwÞ � r � ðr � ~wwÞ|fflfflffl{zfflfflffl}
0

�ðr � r ~wwÞ ¼ �r2 ~ww: ð8Þ

Introducing Eq. (8) into Eq. (7), and performing the vector operations, yield

� 1

U
Da
Pr

o

os
ðr2 ~wwÞ ¼ Ra

oh
oy

i

�
� oh

ox
j

�
þr2 ~ww: ð9Þ

Substituting the definition of the vector potential given by Eq. (8) into the energy equation, we obtain

oh
os

þ ðr � ~wwÞ � rh ¼ r2h: ð10Þ

Eqs. (9) and (10) are then decomposed to furnish the problem formulation in terms of the vector potential definition.

The transient term in the momentum equations is in general neglected in dealing with stable Darcian flows. Then these

governing equations for the vertical cavity can be rewritten as:

Momentum equations:

x-Component:

Ra
oh
oy

þr2wx ¼ 0; 0 < x < Mx; 0 < y < My; 0 < z < 1; s > 0: ð11Þ

y-Component:

�Ra oh
ox

þr2wy ¼ 0; 0 < x < Mx; 0 < y < My; 0 < z < 1; s > 0: ð12Þ

Energy equation:

oh
os

� oh
ox

owy

oz
þ oh
oy

owx

oz
þ oh

oz

owy

ox

�
� owx

oy

�
¼ o2h

ox2
þ o2h
oy2

þ o2h
oz2

; 0 < x < Mx; 0 < y < My; 0 < z < 1; s > 0: ð13Þ

Boundary conditions:

x ¼ 0! owx

ox
¼ wy ¼ 0;

oh
ox

¼ 0; 0 < y < My; 0 < z < 1; ð14a–cÞ

x ¼ Mx ! owx

ox
¼ wy ¼ 0;

oh
ox

¼ 0; 0 < y < My; 0 < z < 1; ð14d–fÞ

y ¼ 0!
owy

oy
¼ wx ¼ 0;

oh
oy

¼ 0; 0 < x < Mx; 0 < z < 1; ð14g–iÞ

y ¼ My !
owy

oy
¼ wx ¼ 0;

oh
oy

¼ 0; 0 < x < Mx; 0 < z < 1; ð14j–lÞ

z ¼ 0! wx ¼ wy ¼ 0; h ¼ 1; 0 < x < Mx; 0 < y < My; ð14m–oÞ

z ¼ 1! wx ¼ wy ¼ 0; h ¼ 0; 0 < x < Mx; 0 < y < My: ð14p–rÞ

Initial conditions:

s ¼ 0! h ¼ 0; 0 < x < Mx; 0 < y < My; 0 < z < 1: ð15Þ

It should be noted that the geometry and boundary conditions of the considered example, result in a vanishing

z-component of the vector potential.
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4. Solution methodology

Following the ideas in the solution methodology through the GITT approach [23–25], in order to make the

boundary condition given by Eq. (14o) homogeneous, and thus enhance the computational performance of the ei-

genfunction expansions, the following filter for the temperature field, which is based on the solution of a steady-state

pure heat conduction problem, is proposed:

hFðzÞ ¼ ð1� zÞ; ð16Þ

then

hðx; y; z; sÞ ¼ ð1� zÞ þ hH ðx; y; z; sÞ: ð17Þ

Eq. (17) is now employed by substituting it into Eqs. (11)–(15), so that the governing equations for the filtered potential

hH are given as

Ra
ohH
oy

þr2wx ¼ 0; 0 < x < Mx; 0 < y < My; 0 < z < 1; s > 0; ð18Þ

�Ra ohH
ox

þr2wy ¼ 0; 0 < x < Mx; 0 < y < My; 0 < z < 1; s > 0; ð19Þ

ohH
os

� ohH
ox

owy

oz
þ ohH

oy
owx

oz
þ ohH

oz

owy

ox

�
� owx

oy

�
�

owy

ox

�
� owx

oy

�
¼ o2hH

ox2
þ o2hH

oy2
þ o2hH

oz2
;

0 < x < Mx; 0 < y < My; 0 < z < 1; s > 0; ð20Þ

with the following boundary and initial conditions:

x ¼ 0! owx

ox
¼ wy ¼ 0;

ohH
ox

�
¼ 0; s > 0

�
; 0 < y < My; 0 < z < 1; ð21a–cÞ

x ¼ Mx! owx

ox
¼ wy ¼ 0;

ohH
ox

�
¼ 0; s > 0

�
; 0 < y < My; 0 < z < 1; ð21d–fÞ

y ¼ 0! wx ¼
owy

oy
¼ 0;

ohH
oy

�
¼ 0; s > 0

�
; 0 < x < Mx; 0 < z < 1; ð21g–iÞ

y ¼ My ! wx ¼
owy

oy
¼ 0;

ohH
oy

�
¼ 0; s > 0

�
; 0 < x < Mx; 0 < z < 1; ð21j–lÞ

z ¼ 0! wx ¼ wy ¼ 0; ðhH ¼ 0; s > 0Þ; 0 < x < Mx; 0 < y < My; ð21m–oÞ

z ¼ 1! wx ¼ wy ¼ 0; ðhH ¼ 0; s > 0Þ; 0 < x < Mx; 0 < y < My; ð21p–rÞ

s ¼ 0! hH ¼ �hF; 0 < x < Mx; 0 < y < My; 0 < z < 1: ð21sÞ

The next natural step in this solution methodology consists of the choice of appropriate eigenvalue problems, which

shall provide the basis for the expansions of the original potentials, i.e., the components of the vector potential and the

temperature field. Following previous developments [23,28], the eigenvalue problem for the wx-component of the vector

potential in the x direction is chosen as

d2 ~AAiðxÞ
dx2

þ a2i ~AAiðxÞ ¼ 0; 0 < x < Mx; ð22aÞ

d ~AAið0Þ
dx

¼ 0; ð22bÞ

d ~AAiðMxÞ
dx

¼ 0; ð22cÞ

with the respective solution for the eigenfunctions ~AAiðxÞ:

~AAiðxÞ ¼
1; ai ¼ 0; i ¼ 0;
cosðaixÞ; ai ¼ ip

Mx ; i ¼ 1; 2; 3; . . . ;


ð22d; eÞ
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satisfying the following orthogonality property:Z Mx

0

~AAiðxÞ ~AAjðxÞdx ¼
0; i 6¼ j;
NAi; i ¼ j:


ð22f ; gÞ

The norm or normalization integral NAi is obtained from

NAi ¼
Z Mx

0

~AA2i ðxÞdx ¼
Mx; i ¼ 0;
Mx=2; i ¼ 1; 2; 3; . . .


ð22h; iÞ

The normalized eigenfunction is defined as

AiðxÞ ¼ ~AAiðxÞ
. ffiffiffiffiffiffiffiffi

NAi
p

; i ¼ 0; 1; 2; . . . ; ð22jÞ

which will provide a symmetric kernel in the integral transform pair.

Similar choices are made in the y and z directions, furnishing the following eigenquantities for this component of the

vector potential, respectively:

~BBmðyÞ ¼ sinðbmyÞ; bm ¼ mp
My

; m ¼ 1; 2; 3; . . . ; ð23a; bÞ

Z My

0

~BBmðyÞ ~BBnðyÞdy ¼
0; m 6¼ n;
NBm; m ¼ n;


ð23c; dÞ

NBm ¼
Z My

0

~BB2mðyÞdy ¼ My=2; m ¼ 1; 2; 3; . . . ; ð23eÞ

BmðyÞ ¼ ~BBmðyÞ
. ffiffiffiffiffiffiffiffiffi

NBm
p

; m ¼ 1; 2; 3; . . . ; ð23fÞ

and

~CCqðzÞ ¼ sinðcqzÞ; cq ¼ qp; q ¼ 1; 2; 3; . . . ; ð24a; bÞZ 1

0

~CCqðzÞ ~CCnðzÞdy ¼
0; q 6¼ n;
NCq; q ¼ n;


ð24c; dÞ

NCq ¼
Z 1

0

~CC2qðzÞdz ¼ 1=2; q ¼ 1; 2; 3; . . . ; ð24eÞ

CqðzÞ ¼ ~CCqðzÞ
. ffiffiffiffiffiffiffiffiffi

NCq

p
; q ¼ 1; 2; 3; . . . ð24fÞ

The eigenfunctions, eigenvalues, orthogonality properties and norms associated with the wy-component of the vector

potential are given, respectively, by:

x-Direction:

~DDiðxÞ ¼ sinðdixÞ; di ¼
ip
Mx

; i ¼ 1; 2; 3; . . . ; ð25a; bÞ
Z Mx

0

~DDiðxÞ ~DDjðxÞdx ¼
0; i 6¼ j;
NDi; i ¼ j;


ð25c; dÞ

NDi ¼
Z Mx

0

~DD2i ðxÞdx ¼ Mx=2; i ¼ 1; 2; 3; . . . ; ð25eÞ

DiðxÞ ¼ ~DDiðxÞ
. ffiffiffiffiffiffiffiffi

NDi

p
; i ¼ 1; 2; 3; . . . ð25fÞ

y-Direction:

~EEmðyÞ ¼
1; em ¼ 0; m ¼ 0;
cosðemyÞ; em ¼ mp

My ; m ¼ 1; 2; 3; . . . ;


ð26a; bÞ
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Z My

0

~EEmðyÞ ~EEnðyÞdy ¼
0; m 6¼ n;
NEm; m ¼ n;


ð26c; dÞ

NEm ¼
Z My

0

~EE2mðyÞdy ¼
My; m ¼ 0;
My=2; m ¼ 1; 2; 3; . . . ;


ð26e; fÞ

EmðyÞ ¼ ~EEmðyÞ
. ffiffiffiffiffiffiffiffiffi

NEm
p

; m ¼ 1; 2; 3; . . . ð26gÞ

z-Direction:

~CCqðzÞ ¼ sinðcqzÞ; cq ¼ qp; q ¼ 1; 2; 3; . . . ; ð27a; bÞ
Z 1

0

~CCqðzÞ ~CCnðzÞdy ¼
0; q 6¼ n;
NCq; q ¼ n;


ð27c; dÞ

NCq ¼
Z 1

0

~CC2qðzÞdz ¼ 1=2; q ¼ 1; 2; 3; . . . ; ð27eÞ

CqðzÞ ¼ ~CCqðzÞ
. ffiffiffiffiffiffiffiffiffi

NCq

p
; q ¼ 1; 2; 3; . . . ð27fÞ

For the temperature problem hH , the eigenquantities are given by:

x-Direction:

~AAiðxÞ ¼
1; ai ¼ 0; i ¼ 0;
cosðaixÞ; ai ¼ ip

Mx ; i ¼ 1; 2; 3; . . . ;


ð28a; bÞ

Z Mx

0

~AAiðxÞ ~AAjðxÞdx ¼
0; i 6¼ j;
NAi; i ¼ j;


ð28c; dÞ

NAi ¼
Z Mx

0

~AA2i ðxÞdx ¼
Mx; i ¼ 0;
Mx=2; i ¼ 1; 2; 3; . . . ;


ð28e; fÞ

AiðxÞ ¼ ~AAiðxÞ
. ffiffiffiffiffiffiffiffi

NAi
p

; i ¼ 0; 1; 2; . . . ð28gÞ

y-Direction:

~EEmðyÞ ¼
1; em ¼ 0; m ¼ 0;
cosðemyÞ; em ¼ mp

My ; m ¼ 1; 2; 3; . . . ;


ð29a; bÞ

Z My

0

~EEmðyÞ ~EEnðyÞdy ¼
0; m 6¼ n;
NEm; m ¼ n;


ð29c; dÞ

NEm ¼
Z My

0

~EE2mðyÞdy ¼
My; m ¼ 0;
My=2; m ¼ 1; 2; 3; . . . ;


ð29e; fÞ

EmðyÞ ¼ ~EEmðyÞ
. ffiffiffiffiffiffiffiffiffi

NEm
p

; m ¼ 1; 2; 3; . . . ð29gÞ

z-Direction:

~CCqðzÞ ¼ sinðcqzÞ; cq ¼ qp; q ¼ 1; 2; 3; . . . ; ð30a; bÞZ 1

0

~CCqðzÞ ~CCnðzÞdy ¼
0; q 6¼ n;
NCq; q ¼ n;


ð30c; dÞ

NCq ¼
Z 1

0

~CC2qðzÞdz ¼ 1=2; q ¼ 1; 2; 3; . . . ; ð30eÞ

CqðzÞ ¼ ~CCqðzÞ
. ffiffiffiffiffiffiffiffiffi

NCq

p
; q ¼ 1; 2; 3; . . . ð30fÞ
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Following the formalism in the GITT, the triple transformations for the components of the vector potential and for

the temperature field in the x; y and z directions are obtained from the integral transform pairs below:

wx-Component:

~�ww�wwximq ¼
Z Mx

0

Z My

0

Z 1

0

AiðxÞBmðyÞCqðzÞwxðx; y; zÞdxdy dz ðtransformÞ; ð31aÞ

wxðx; y; zÞ ¼
X1
i¼0

X1
m¼1

X1
q¼1

AiðxÞBmðyÞCqðzÞ~�ww�wwximq ðinverseÞ: ð31bÞ

wy-Component:

~�ww�wwyimq ¼
Z Mx

0

Z My

0

Z 1

0

DiðxÞEmðyÞCqðzÞwyðx; y; zÞdxdy dz ðtransformÞ; ð32aÞ

wyðx; y; zÞ ¼
X1
i¼1

X1
m¼0

X1
q¼1

DiðxÞEmðyÞCqðzÞ~�ww�wwyimq ðinverseÞ: ð32bÞ

Temperature field hH :

~�hh�hhHimqðsÞ ¼
Z Mx

0

Z My

0

Z 1

0

AiðxÞEmðyÞCqðzÞhH ðx; y; z; sÞdxdy dz ðtransformÞ; ð33aÞ

hH ðx; y; z; sÞ ¼
X1
i¼0

X1
m¼0

X1
q¼1

AiðxÞEmðyÞCqðzÞ~�hh�hhHimq ðsÞ ðinverseÞ: ð33bÞ

Applying the triple transformations ((31a), (32a) and (33a)) in the vector potential and in the temperature problems,

given by Eqs. (18), (19) and (20), respectively, results the following infinite coupled algebraic-ODE system:

~�ww�wwximq ¼
Ra

ða2i þ b2m þ c2qÞ
X1
n¼0

f1mn
~�hh�hhHinqðsÞ; i ¼ 0; 1; 2; . . . ; m ¼ 1; 2; 3; . . . ; q ¼ 1; 2; 3; . . . ; ð34aÞ

~�ww�wwyimq ¼ � Ra

ðd2i þ e2m þ c2qÞ
X1
j¼0

f2ij
~�hh�hhHjmqðsÞ; i ¼ 1; 2; 3; . . . ; m ¼ 0; 1; 2; . . . ; q ¼ 1; 2; 3; . . . ; ð34bÞ

d~�hh�hhHimq ðsÞ
ds

�
X1
j¼0

X1
n¼0

X1
r¼1

X1
k¼1

X1
p¼0

X1
s¼1

f3ijk mnp qrs
~�ww�wwykps

~�hh�hhHjnr ðsÞ þ
X1
j¼0

X1
n¼0

X1
r¼1

X1
k¼0

X1
p¼1

X1
s¼1

f4ijk mnp qrs
~�ww�wwxkps

~�hh�hhHjnr ðsÞ

þ
X1
j¼0

X1
n¼0

X1
r¼1

X1
k¼1

X1
p¼0

X1
s¼1

f5ijk mnp qrs
~�ww�wwykps

~�hh�hhHjnr ðsÞ �
X1
j¼0

X1
n¼0

X1
r¼1

X1
k¼0

X1
p¼1

X1
s¼1

f6ijk mnp qrs
~�ww�wwxkps

~�hh�hhHjnr ðsÞ

�
X1
j¼1

X1
n¼0

X1
r¼1

f7ij mn qr
~�ww�wwyjnr þ

X1
j¼0

X1
n¼1

X1
r¼1

f8ij mn qr
~�ww�wwxjnr ¼ � a2i

�
þ e2m þ c2q

�
~�hh�hhHimq ðsÞ; ð34cÞ

where

b0 � 0; d0 � 0: ð34d; eÞ

The same transformation procedure is applied on the initial condition (21s), to furnish

~�hh�hhHimqð0Þ ¼
0; i 6¼ 0; m 6¼ 0; 8q;
�
ffiffiffiffiffiffiffiffiffiffi
2MxMy

p
cq

; i ¼ 0; m ¼ 0; 8q:

(
ð34f ; gÞ

The coefficients above are integrals of the related eigenfunctions, given by:

f1mn ¼
Z My

0

BmðyÞE0
nðyÞdy ¼ �em; f2ij ¼

Z Mx

0

DiðxÞA0
jðxÞdx ¼ �ai; ð35aÞ

f3ijk mnp qrs ¼
Z Mx

0

AiðxÞA0
jðxÞDkðxÞdx

Z My

0

EmðyÞEnðyÞEpðyÞdy
Z 1

0

CqðzÞCrðzÞC0
sðzÞdz; ð35bÞ
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f4ijk mnp qrs ¼
Z Mx

0

AiðxÞAjðxÞAkðxÞdx
Z My

0

EmðyÞE0
nðyÞBpðyÞdy

Z 1

0

CqðzÞCrðzÞC0
sðzÞdz; ð35cÞ

f5ijk mnp qrs ¼
Z Mx

0

AiðxÞAjðxÞD0
kðxÞdx

Z My

0

EmðyÞEnðyÞEpðyÞdy
Z 1

0

CqðzÞC0
rðzÞCsðzÞdz; ð35dÞ

f6ijk mnp qrs ¼
Z Mx

0

AiðxÞAjðxÞAkðxÞdx
Z My

0

EmðyÞEnðyÞB0
pðyÞdy

Z 1

0

CqðzÞC0
rðzÞCsðzÞdz; ð35eÞ

f7ij mn qr ¼
Z Mx

0

AiðxÞD0
jðxÞdx

Z My

0

EmðyÞEnðyÞdy
Z 1

0

CqðzÞCrðzÞdz; ð35fÞ

f8ij mn qr ¼
Z Mx

0

AiðxÞAjðxÞdx
Z My

0

EmðyÞB0
nðyÞdy

Z 1

0

CqðzÞCrðzÞdz: ð35gÞ

Substituting Eqs. (34a) and (34b) into Eq. (34c), the following nonlinear ODE system, to determine the transformed

potentials ~�hh�hhHimq for the temperature field, is obtained:

d~�hh�hhHimq ðsÞ
ds

þ
X1
j¼0

X1
n¼0

X1
r¼1

X1
k¼0

X1
p¼0

X1
s¼1

Wijk mnp qrs

� �~�hh�hhHkpsðsÞ
( )

~�hh�hhHjnr ðsÞ þ Qimq
~�hh�hhHimqðsÞ ¼ 0; ð36aÞ

~�hh�hhHimqð0Þ ¼
0; i 6¼ 0; m 6¼ 0; 8q;
�
ffiffiffiffiffiffiffiffiffiffi
2MxMy

p
cq

; i ¼ 0; m ¼ 0; 8q;

(
ð36b; cÞ

where

Wijk mnp qrs ¼ ðf5ijk mnp qrs � f3ijk mnp qrsÞ
Raak

ðd2k þ e2p þ c2s Þ
þ ðf6ijk mnp qrs � f4ijk mnp qrsÞ

Ra ep
ða2k þ b2p þ c2s Þ

; ð37aÞ

Qimq ¼ ða2i þ e2m þ c2qÞ �
Raaidi

ðd2i þ e2m þ c2qÞ
� Rabmem
ða2i þ b2m þ c2qÞ

: ð37bÞ

The related coefficients given by Eqs. (35a)–(35g) above are analytically handled through symbolic manipulation

packages [36], and the details in determination of these coefficients can be found in [37]. The symbolic expressions are

then automatically converted to Fortran form, as made possible by a specific command in theMathematica system [37],

considerably simplifying both the analysis task and the computer code construction.

Eqs. (36a) and (36b,c) form an infinite system of coupled nonlinear ODEs, to be solved for the transformed po-

tentials of the temperature field. Only the truncated version of such system can be actually solved. However, the direct

truncation of the involved summations in this system at a specified order may not be efficient for computational

purposes, since this approach can include some terms that are not important in the convergence criteria imposed by the

user prescribed accuracy. A way of avoiding this difficulty is to transform the triple summations to single ones ac-

cording to an appropriate reordering scheme, such as shown in [38,39] for multidimensional eigenfunction expansions.

Here, the criteria adopted for the ordering procedure involves the summation of the squared eigenvalues in each di-

rection as

a
_2

i
_ ¼ ða2i þ b2m þ c2qÞ ¼ ðd2i þ e2m þ c2qÞ ¼ ða2i þ e2m þ c2qÞ ¼ p2

i2

Mx2

�
þ m2

My2
þ q2

�
: ð38aÞ

Then, the indices i, m and q are related to a single one îi as

i ¼ IðîiÞ; m ¼ M ð̂iiÞ; q ¼ QðîiÞ; ð38b–dÞ

where Iðx̂xÞ;Mðx̂xÞ;Qðx̂xÞ are ordering arrays. The associated triple summations are then rewritten as a single one ac-
cording to Eqs. (38b–d).

Similarly, as the ordering criteria is the same, we have

j ¼ IðĵjÞ; n ¼ MðĵjÞ; r ¼ QðĵjÞ; ð38e–gÞ

k ¼ Iðk̂kÞ; p ¼ Mðk̂kÞ; s ¼ Qðk̂kÞ; ð38h–iÞ
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with the consideration of the following index reorganization:X
i

X
m

X
q

)
X
îi

;
X
j

X
n

X
r

)
X
ĵj

and
X
k

X
p

X
s

)
X
k̂k

:

System (36a) and (36b,c) is then rewritten in the more compact and computationally efficient form:

d~�hh�hhHîiðsÞ
ds

þ
X1
ĵj¼1

X1
k̂k¼1

Wîiĵjk̂k
~�hh�hhHk̂k ðsÞ

" #
~�hh�hhHĵjðsÞ þ Qîi

~�hh�hhHîiðsÞ ¼ 0; i
_

¼ 1; 2; 3; . . . ; ð39aÞ

~�hh�hhHîið0Þ ¼
0; i 6¼ 0; m 6¼ 0; 8q;
�
ffiffiffiffiffiffiffiffiffiffi
2MxMy

p
cq

; i ¼ 0; m ¼ 0; 8q;

(
ð39b; cÞ

where

Wîiĵjk̂k ¼
Ra
âa2
k
_

½akf53îiĵjk̂k þ epf64îiĵjk̂k 	; ð40aÞ

Qîi ¼ âa2
i
_ � Ra

a2i þ e2m
âa2
i
_

; ð40bÞ

and

f53îiĵjk̂k ¼ f5îiĵjk̂k � f3îiĵjk̂k ; ð40cÞ

f64îiĵjk̂k ¼ f6îiĵjk̂k � f4îiĵjk̂k ; ð40dÞ

b0 � 0; d0 � 0: ð40e–fÞ

System (39a) and (39b,c) is now in the appropriate format for numerical solution through dedicated routines for initial

value problems, such as the subroutines DIVPAG or DIVPRK from the IMSL Library [40], which are well tested and

capable of handling such situations, offering an automatic accuracy control scheme. For this computational purpose,

the expansions are then truncated to NT terms, so as to reach the user requested accuracy target in the final solution.

From the solution of system (39a) and (39b,c) above, the components of the vector potential and the temperature

field, as well as other quantities of practical interest, are then readily obtained from the inversion formulae (31b), (32b)

and (33b), in the form:

wxðx; y; zÞ ¼ �Ra
XNT
i
_
¼1

e
mð i

_
Þ

a
_2

i
_

A
ið i
_
ÞðxÞBmð i_ÞðyÞCqð i

_
ÞðzÞ

~�hh�hhH
i
_ðsÞ; ð41aÞ

wyðx; y; zÞ ¼ Ra
XNT
i
_
¼1

a
ið i
_
Þ

a
_2

i
_

D
ið i
_
ÞðxÞEmð i_ÞðyÞCqð i

_
ÞðzÞ

~�hh�hhH
i
_ðsÞ; ð41bÞ

hH ðx; y; z; sÞ ¼
XNT
i
_
¼1

A
ið i
_
ÞðxÞEmð i_ÞðyÞCqð i

_
ÞðzÞ

~�hh�hhH
i
_ðsÞ; ð41cÞ

hðx; y; z; sÞ ¼ ð1� zÞ þ hH ðx; y; z; sÞ ¼ ð1� zÞ þ
XNT
i
_
¼1

A
ið i
_
ÞðxÞEmð i_ÞðyÞCqð i

_
ÞðzÞ

~�hh�hhH
i
_ðsÞ: ð41dÞ

From the definitions for the local and overall Nusselt numbers, we obtain:

Local Nusselt number:

Nuðx; y; sÞjz¼ z
^ ¼ � oh

oz

����
z¼ z

^
; ð42Þ

then

oh
oz

����
z¼ z

^
¼
XNT
i
_
¼1

A
ið i
_
ÞðxÞEmð i_ÞðyÞ

dC
qð i

_
ÞðzÞ

dz

�����
z¼ z

^

~�hh�hhH
i
_ðsÞ

" #
� 1; ð43aÞ
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A
ið i
_
ÞðxÞ ¼

1
Mx1=2 ; ið i

_

Þ ¼ 0;ffiffiffiffi
2
Mx

q
cos ið i

_
Þp

Mx x
� �

; ið i
_

Þ 6¼ 0;

8><
>: ð43b; cÞ

E
mð i

_
ÞðyÞ ¼

1
My1=2 ; mð i

_

Þ ¼ 0;ffiffiffiffiffi
2
My

q
cos mð i

_
Þp

My y
� �

; mð i
_

Þ 6¼ 0;

8><
>: ð43d; eÞ

dC
qð i

_
ÞðzÞ

dz
¼

ffiffiffi
2

p
qð i

_

Þp; z ¼ 0;

�1ð Þqð i
_
Þ ffiffiffi
2

p
qð i

_

Þp; z ¼ 1:

(
ð43f ; gÞ

Overall Nusselt number:

NuðsÞ
��
z¼ z

^ ¼ �
Z Mx

0

Z My

0

oh
oz

����
z¼ z

^
dy dx; ð44aÞ

where

NuðsÞ
��
z¼ z

^ ¼ MxMy �
XNT
i
_
¼1

Z Mx

0

A
ið i
_
ÞðxÞdx

Z My

0

E
mð i

_
ÞðyÞdy

dC
qð i

_
ÞðzÞ

dz

�����
z¼ z

^

~�hh�hhH
i
_ðsÞ

" #
; ð44bÞ

Z Mx

0

A
ið i
_
ÞðxÞdx ¼

Mx1=2; ið i
_

Þ ¼ 0;ffiffiffiffiffiffi
2Mx

p

ið i
_
Þp
sin ið i

_
Þp

Mx x
� �����Mx

0

¼ 0; ið i
_

Þ 6¼ 0;

8><
>: ð44c; dÞ

Z My

0

E
mð i

_
ÞðyÞdy ¼

My1=2; mð i
_

Þ ¼ 0;ffiffiffiffiffiffi
2My

p

mð i
_
Þp
sin mð i

_
Þp

My y
� �����My

0

¼ 0; mð i
_

Þ 6¼ 0;

8><
>: ð44e; fÞ

dC
qð i

_
ÞðzÞ

dz
¼

ffiffiffi
2

p
qð i

_

Þp; z ¼ 0;

�1ð Þqð i
_
Þ ffiffiffi
2

p
qð i

_

Þp; z ¼ 1:

(
ð44g; hÞ

5. Results and discussion

This section illustrates some of the numerical results achieved from the computer code in Fortran, executed under a

Pentium III 650 MHz platform. The subroutine DIVPRK of the IMSL Library [40] was employed for the transformed

Fig. 2. Effect of initial condition perturbation on transient behavior – cubic cavity: TOL ¼ 10�6.
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system solution, always with a relative error target of 10�6. Before presenting a parametric analysis for the cubic cavity

situation, aspects such as the influence of the initial condition perturbation, convergence analysis and covalidation are

addressed.

As pointed out before [41], application of the classical Darcy model to the vertical cavity problem above described,

directly leads to the pure conduction solution. For the convection regime to be triggered, a perturbation has to be

introduced in the governing equations. Therefore, we first analyze the influence of the initial condition perturbation

here proposed, on the system transient behavior. This analysis was accomplished considering four levels of perturbation

for three different Rayleigh numbers. Fig. 2 illustrates such results, in terms of the overall Nusselt number as a function

of dimensionless time, which have a similar nature to those described in the two-dimensional situation [41], showing

that the elimination of the transient term in the flow equations tends to shift the onset of the convection regime to

infinity.

(a)

(b)

(c)

Fig. 3. Convergence of transient temperature at the cavity center (Ra ¼ 100, 150, and 200): PERT ¼ 10�6; TOL ¼ 10�6.
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Thus, it is quite clear that the quasi-steady Darcy flow model cannot in fact predict the actual transient behavior in

the present physical situation, but rather offers information on its qualitative behavior and reproduces the desired

steady-state solution, after the convection regime is triggered by the initial condition perturbation. In the following

analysis, a value of the initial condition perturbation of PERT ¼ 10�6 was employed throughout.

The next step is the convergence analysis of the proposed eigenfunction expansions. Since the analytical expression

for the overall Nusselt number is obtained through an integral balance procedure, its convergence is much more fa-

vorable than the original temperature field expansion. Therefore, convergence was directly analyzed over the tem-

perature evolution results, at different selected points within the cavity.

Fig. 3 illustrates the convergence of the transient temperature distribution at the cavity center for different values of

the Rayleigh number, Ra ¼ 100, 150 and 200, for different truncation orders in the eigenfunction expansion. To the

graph scale the convergence is quite favorable, with higher values of Ra requiring higher truncation orders, as expected,

due to the increased importance of the convective source terms. A tabular form of these results was also inspected,

leading to the conclusion that three fully converged significant digits could be achieved within practical limits of

computational effort, in all cases considered. It should be pointed out, however, that very low truncation orders may

not capture the actual transient behavior in the region where the convective regime is triggered.

We now proceed towards the covalidation of the proposed approach against previously reported results in the

literature. There is an evident lack of fully transient results in previous contributions for the present physical situation,

which limits the present comparisons to steady-state values of the overall Nusselt number. The pioneering work of

Holst and Aziz [4] was included in this covalidation effort especially due to its theoretical value, that in fact allowed for

the present implementation, but it should be recalled that computational resources at that time were quite a limiting

factor in multidimensional simulations. The basis for comparison was the more recent contribution of Stamps et al. [16],

in 1990, who also followed the work in [4] and employed the ADI method for the parabolic problem and the SOR

scheme for the elliptic portions, both with second-order finite differences, including the boundaries.

Fig. 4 presents an ample comparison of the steady-state overall Nusselt numbers, including different implementa-

tions reviewed within Section 1. The continuous line represents a polynomial fit to the present results, while specific

numerical results are emphasized at selected values of Ra. The overall agreement is indeed quite satisfactory considering

the difficulty of the computational task involved, and the different formulations and solution methodologies employed.

Except for the case of Ra ¼ 50, the direct comparison with the tabulated results of Stamps et al. [16] yields agreements

of two or even three significant digits. However, it will be clear in what follows that we would need the information on

the dimensionless time at which these results were extracted from the transient or pseudo-transient solution, so as to

guarantee a more proper comparison.

As an additional validation of the proposed code, Fig. 5 demonstrates the satisfaction of the global energy balance,

by presenting the transient evolution of the average Nusselt numbers at the bottom and top walls of the cavity. The

merging of these curves as the steady state is approached, for different values of Rayleigh number, provides further

confidence on the appropriate choice of basis and algorithm construction.

The present methodology is now employed in the analysis of the convective phenomena within cubic cavities, by

studying the transient behavior of the overall Nusselt number in terms of the Rayleigh number, which was varied from

Fig. 4. Covalidation of steady overall Nusselt numbers – cubic cavity.
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Fig. 7. Isolines of temperature at the rear faces of the cavity – steady state – cubic cavity: Ra ¼ 39:4 and 50.

Fig. 6. Transient behavior of overall Nusselt number – cubic cavity: Ra ¼ 39:4, 40, 45 and 50.

Fig. 5. Verification of overall energy balance satisfaction.
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an initial value of less than the lowest critical value, 4p2, up to the higher value of 300 when the stability of the con-
vective process can still be warranted. The maximum dimensionless time prescribed within the simulations was s ¼ 20.

Fig. 6 presents the evolution of the overall Nusselt numbers for Ra ¼ 39:4, 40, 44, 45 and 50, where the convective
regime finally achieved in each case is indicated. It was then verified that for Ra ¼ 39:4 and 40, the heat transfer process
within the porous cavity is essentially conductive. The two other cases chosen were motivated by the critical Rayleigh

number proposed by Zezib and Kassoy [8], of 4:5p2 (approximately Ra ¼ 44:4), for the onset of a three-dimensional
convective regime. However, for both Ra ¼ 44 and 45, the convective regime already dominates, in both cases with

unicellular three-dimensional structure, with steady-state Nusselt numbers of 1.1978 and 1.2497, respectively.

Fig. 7 then illustrates the isotherms at steady state for the three rear faces of the cavity, showing a purely conductive

situation ðRa ¼ 39:4Þ and a established convective situation ðRa ¼ 50Þ.
For the larger values of Ra, the analysis was separated in two groups for clarity, Ra ¼ 60–120 and Ra ¼ 150–300.

Figs. 8 and 9 show typical results for these two groups, in terms of the overall Nusselt number evolution at the cavity

Fig. 8. Transient behavior of overall Nusselt number – cubic cavity: Ra ¼ 60, 75, 100 and 120.
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basis, and again the convective regime achieved are noted along the process, as made possible by visualizing the ani-

mation of the temperature results.

It can be concluded that the transition from the conductive to the convective regime can take place through distinct

behaviors, according to the value of Ra, and five different patterns were observed. For instance, for Ra ¼ 60 and

Ra ¼ 75, a unicellular three-dimensional structure is first established, which evolves in the second case to a unicellular

two-dimensional pattern in the XZ plane, which results in higher heat transfer rates. For Ra ¼ 100 and Ra ¼ 120, we

initially have a four cells three-dimensional structure, which rapidly moves into a unicellular three-dimensional pattern,

with increased heat transfer, later shifting to a steady unicellular two-dimensional structure, in the XZ and YZ planes,

respectively, which transfer less heat. For Ra ¼ 150, Ra ¼ 200 and Ra ¼ 250, initially a four cells three-dimensional

regime is established, which moves into a bicellular three-dimensional behavior. Finally, for Ra ¼ 300, the convection is

Fig. 9. Transient behavior of overall Nusselt number – cubic cavity: Ra ¼ 150, 200, 250 and 300.
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apparently stabilized in a four cells three-dimensional pattern. Fig. 10 consolidates the steady-state temperature be-

havior at the rear faces of the cavity, for all the cases considered.

Fig. 10. Isolines of temperature at the rear faces of the cavity – steady state – cubic cavity: Ra ¼ 60–300.
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The present approach was also demonstrated to be quite efficient in terms of computational effort. For instance, on a

very simple configuration (microprocessor AMD K6, 266 MHz, with 128 Mb RAM), adopting Ra ¼ 100 and a relative

error target of 10�7, a total processing time of 167 min is achieved (including file handling) with a maximum truncation

order of NT ¼ 165, which was more than enough to provide the desired convergence, according to the analysis illus-

trated in Fig. 3.

6. Conclusions

A hybrid numerical–analytical approach is proposed for the solution of transient three-dimensional coupled heat

and fluid flow in natural convection within porous media, based on the ideas of the Generalized Integral Transform

Technique and using the vorticity-vector potential formulation.

The limitations of the adopted Darcy flow model in predicting the transient heat transfer behaviors are discussed,

and a thorough validation of the proposed algorithm is undertaken. The code constructed allowed for the qualitative

analysis of the transient phenomena in terms of the Rayleigh number for the situation of cubic cavities, identifying the

convective regime flow structures formed along time in each case. A set of reference results for the stabilized overall

Nusselt numbers is also provided.

The combined use of a modern symbolic manipulation system [37] allowed for a substantial reduction on analysis

effort and uncertainty, while providing automatic Fortran code generation for the coefficients analytical expressions in

the ODE system.

The analysis should now proceed towards the consideration of more general flow models, especially accounting for

the transient term in the flow equations, as already accomplished through the same approach under the two-dimen-

sional model [29,42], finally yielding the detailed analysis of unstable buoyancy induced flows [42].
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